
 

Deepfakes are receiving much 
attention because of their poten-
tial for use and abuse, and the 

fear that they might influence elec-
tion campaigns because of their ability 
to create a hard-to-detect alternative 
reality. A deepfake can be essentially 
described as the video equivalent of a 
photoshopped picture. However, the 
technology behind creating deepfakes 
is vast and complex. With their pro-
liferation among the general public, 
deepfakes are also finding their way 
into the courtroom. The first cases of 
fraud by deepfake have already been 
reported on, and deepfakes of famous 
actresses being superimposed in porn 
videos are rampant. This article will dis-
cuss what we believe to be some of the 
current issues around deepfakes and 
the influence we expect them to have 
on judicial proceedings in the not-too-
distant future.

Because deepfakes are becoming 
easier to create with standard software 
that can be downloaded from the Inter-
net, their proliferation is increasing. 
Deepfake videos can be generated with 
software that can be used on phones, 
such as the app Zao (only available in 
China); open source toolboxes that 
exist on github, such as deepfacelab;1 
and for voice cloning, the toolbox 
Corintj, which can create a voice deep-
fake. Presently, home computers have 
GPUs (graphic processing units) that 
have enough computing power to make 
realistic deepfakes with a trained neural 
network that can be downloaded from 
the Internet. Previously, movie com-
panies and a few other (state) actors 
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were the only ones to have enough 
computer power to create good deep-
fakes that were almost indistinguishable 
from real. However, as the software2 for 
common use is getting better and easier 
to implement, and user interfaces are 
developed so that the software is acces-
sible for more widespread use, even the 
average Windows user without much 
computer knowledge can start creating 
deepfakes.

In this article, we first look into 
methods for detection of deepfakes, 
which can be separated into manual and 
automatic detection. We then look at the 
impact of deepfakes on criminal and 
civil law, including on the role of juries. 
Finally, we conclude with future expec-
tations and how they might impact the 
rule of law, society, and forensic science.

DEEPFAKE DETECTION:  
STATE OF THE ART
In this section, we review manual meth-
ods for the detection of deepfakes, as 
well as automatic detection of deepfakes.

Manual Detection
Deepfake detection techniques in foren-
sic settings are based on image and 
video manipulation detection and are 
described in the best practices guide for 
image authentication of the Scientific 
Working Group on Digital Evidence 
(SWGDE).3 These are often rigorous 
and time-consuming methods because 
the forensic investigator needs to manu-
ally find artifacts of manipulation.

The most relevant aspects to manual 
detection of deepfakes are morph-
ing and image creation. Morphing is a 

combination 
of alteration 
and compositing. 
This is often used for 
deepfakes, either by using 
another face for the expres-
sions and superimposing the 
expression, or even merg-
ing one face with another.

Image Creation4 
through Artistic 
Means
An example of 
image creation 
through artis-
tic means is 
the creation of 
virtual faces by 
training a deep 
neural network 
with a database 
of real faces. 
For example, the 
website thisper-
sondoesnotexist.
com is a compilation 
of still images created 
of persons that do not 
exist in real life but that 
are based on images of peo-
ple who do exist. That is to 
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size, Global Positioning System (GPS) 
coordinates/elevation, processing/image 
history, original file name, lens or flash 
information, frame rate, thumbnail 
information, etc. However, this process 
may be of limited use, as all the above 
data can be easily altered by saving the 
video in another format. An imagery file 
packaging analysis might be of use to 
discover if there are inconsistencies in 
how the file was stored.

Noise Analysis
A next step in the analysis involves an 
examination of noise within the image, 
and, if possible, the recording cam-
era. Noise can be described as the tiny 
imperfections present in images that 
are the result of the sensors within the 
camera with which the images are cre-
ated. If the camera is also in possession 
of the forensic scientists, they can use 
the camera to produce images to see if 
the noise—the imperfections embed-
ded—on the new images are the same 
as those on the reference images.

The examination of noise can be 
done on different levels:

• Photo-Response Non-Uni-
formity (PRNU).5 This noise 
signature can be used to cor-
relate images from the same 
source.

• Stochastic noise evaluation.6 
This process can be used to 
show consistency between 
images from the same sensor 
manufacturer.

However, the results of these meth-
ods on their own should be used with 
caution, as these can also be spoofed7 
(forged) or deleted with off-the-shelf 
software.

Assessment of Image Content
Image content examinations may 
include, but are not limited to, a review 
of the following: artifact features, arti-
facts in colors, breaks in compression, 
blocking or patterns, and unnatu-
ral motion in the video. In addition, 
physical aspects at the scene should 
be addressed, such as lighting, scale, 
and composition, as well as geographic 

inconsistencies. When specifically look-
ing at human subjects, one should look 
for artifacts in hair details, scars and 
bruises, creases, vein pattern, as well 
as skin contact and movement. Besides 
these, issues with focus, depth of field, 
sharpness and blurs, perspective, and 
noise, as well as lens distortion, should 
also be taken into account.

The examiner also needs to take into 
account the chain of evidence and if 
there was time for creating a deepfake. 
For example, if a video is from a CCTV-
source captured in a closed circuit 
from a well-known manufacturer, it is 
unlikely that the video has been manip-
ulated, unless there are signs of altered 
software at the level of the system itself. 
If videos have been downloaded from 
something like YouTube, the chain of 
evidence is less clear. All types of manip-
ulation are possible between the time 
when the video was captured and the 
process of showing it on a computer.

Automated Detection
Many detection methods have already 
been developed for deepfake exami-
nation.8 Currently there are several 
databases, such as Face-Forensics++, 
that include thousands of examples of 
deepfakes versus non-deepfake videos, 
and most of these examples rely on Deep 
Neural Networks to find deepfakes. 
Databases such as Face-Forensics++ 
often report a detection accuracy of 91 
to 95 percent.9 However, the real litmus 
test is how well the Deep Neural Net-
works that have been trained to detect 
deepfakes in these databases work in a 
real case. The databases include both 
original and manipulated videos, and, 
therefore, the ground truth can be 
known and determined with certainty 
if the Deep Neural Network correctly 
identified the deepfake or not. Further-
more, the system uses a limited set of 
data available to train its detection of 
deepfakes. A video from a real case falls 
outside the perimeters of the training 
data set, and it remains to be seen if the 
same level of accuracy can be achieved 
when such a video is introduced.

A major problem with the detection 
of deepfakes is that once a detection 
method is publicly known for any 

say, images of real peo-
ple were used to train the 

computer system to create 
images of people that look 

real but are in fact fictitious.
In determining whether or not a 

video or image is a deepfake, forensic 
scientists have several ways to test the 
image structure to determine whether 
factors are present that can answer the 
examination request as to whether 
or not the image contains artifacts of 
manipulation—in other words, whether 
or not an image is a deepfake. Image 
structure examinations can include the 
following techniques.

Video File Format
This process examines the metadata of 
the image. Metadata may be useful in 
identifying the source and processing 
history of the file, but it may be lim-
ited, absent, or altered. Metadata can 
include camera make/model/serial 

number, date/time of cre-
ation or alteration, 

camera settings, 
resolut ion 

and image 
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deepfake generation method, it is pos-
sible that a creator can circumvent the 
detection method. For example, if vein 
patterns are used for detecting heart 
rate variations in deepfakes, the image 
can be altered in such a way that the 
heart rate variation in the whole image 
is equal.10 How easily one can create a 
nearly undetectable deepfake depends 
on the software that is available from 
the Internet.

DEEPFAKES AND LAW
Deepfakes can affect both civil as well 
as criminal cases. However, the strong 
criminal and evidentiary focus best 
demonstrates the legal issues arising 
from the proliferation of deepfakes. Evi-
dentiary standards in criminal cases are 
stricter than in civil cases, but that does 
not mean that deepfakes will not also 
impact, or give rise to, civil cases. How-
ever, whereas civil cases may more often 
evolve around the creation of a deep-
fake as the litigated act, in criminal cases 
the deepfakes can be used as a tool to 
commit another crime, such as fraud 
or child pornography. This digitaliza-
tion of the tool is often referred to as 
cybercrime, but it may in fact just be 
regular criminal behavior committed 
by a digitalized means. The tool to digi-
talize ordinary criminal behavior, in this 
case, is the deepfake.

Prosecution
The prosecution of deepfakes is notori-
ously difficult.11 Like much cyber- and 
cyber-enabled crime, the perpetra-
tor is often unknown, as are his or her 
whereabouts. Even if the creator of the 
deepfake is known, prosecution can be 

difficult because most cur-
rent legal frameworks 

are inadequate to deal 
with deepfakes.12

W h e n  t h e 
creation of a 

deepfake is 
considered to 
be the crime 
itself, copy-
right law and 
defamation 

laws appear to 
have the largest 

degree of success.13 When invoking 
defamation law, however, the victim—
especially when a public figure—may be 
required to demonstrate malice or neg-
ligence in order to bring a tort claim.14 
The bar for bringing a defamation claim 
is not as high for persons without such a 
public profile, as they can bring a claim 
when falsehoods are circulated in a 
“merely” reckless or negligent manner.15 
The more public the victim, therefore, 
the higher the threshold for being able 
to hold someone accountable for using 
his or her image to create a deepfake. 
To add insult to injury, the largest cat-
egory of victims of deepfakes to date are 
famous actresses, female musicians, and 
other high-profile women who are fea-
tured in deepfake-generated porn.16 
These individuals are considered to 
be public figures and thus the thresh-
old, courtesy of the First Amendment, 
is therefore different than it would be 
for the average person.17 Furthermore, 
given the nature of many of these deep-
fakes, the adverse publicity that a public 
trial would generate will scare off many 
potential plaintiffs from filing a lawsuit, 
as for some the publicity may be worse 
than the crime.

Where an impersonation occurs 
with fraudulent intent, fraud- and forg-
ery-related statutes may be invoked to 
successfully prosecute.18 As noted in 
the introduction, one of the most well-
known cases that has been published 
to date relates to a UK-based energy 
company that is believed to have been 
defrauded because an employee thought 
he had spoken to his boss by phone, 
while the voice was in fact a voice clone 
deepfake.19 This audio clone was used 
to give the employees fraudulent orders 
over the phone, which then led to a wire 
transfer of approximately $243,000 to 
bank accounts controlled by the crimi-
nals behind this scheme.20

Not all deepfakes are created for 
illegal purposes. Deepfakes have often 
been used for entertainment or satiri-
cal value as well. In Italy, for example, 
a deepfake of the former prime minis-
ter was shown on a satirical TV show, 
swearing about his former colleagues 
and making vulgar gestures.21 When 
challenged, the creators evoked their 

right to creative freedom and freedom 
of speech to defend their deepfake.22 The 
“victim,” the former prime minister, also 
took it that way; however, some prom-
inent journalists and some members 
of the general public were thoroughly 
outraged. However, offensive discourse 
with a social or political purpose is con-
sidered protected discourse, especially 
in the United States.

What the Italian case demonstrates is 
that any new legislation regarding deep-
fake issues must be drafted in such a way 
as to not quell fundamental freedoms, 
such as speech and expression. Appro-
priate creative and potentially even 
therapeutic uses of deepfakes should be 
considered before unnecessarily strict 
legislation is passed.

Deepfake Defense
As opposed to the creation of the deep-
fake being the act under scrutiny, this 
section explores the role of audiovi-
sual material as evidence. The risk of 
deepfakes can impact judicial proce-
dures in two major ways: the deepfake 
defense, which claims that proof against 
a defendant is not authentic, and the 
introduction of a deepfake as evidence 
where it is not recognized to be inau-
thentic footage.

Most commentators think that the 
deepfake defense will debut in court in 
the foreseeable future if it has not done 
so already. The deepfake defense (also 
referred to as “the Liar’s Dividend”23) is 
built around the premise that the audio-
visual material introduced as evidence 
against the defendant is claimed to be 
fake or constructed. While shallow-
fakes, videos that are original but have 
been manipulated in terms of slowing 
down or speeding up sections of footage, 
are relatively easy to debunk because 
original videos exist against which the 
shallow-fake can be compared, this is 
not possible for deepfakes.

The risks of the deepfake defense to 
the effective prosecution of a case are 
multiple. In some circumstances, audio-
visual material may not be admitted as 
evidence because it may be considered 
to be “non-authentic” material. There is 
ample criminal case law in the US that 
allows imagery or (parts of) videos to be 

Published in The SciTech Lawyer, Volume 16, Number 4, Summer 2020. © 2020 American Bar Association. Reproduced with permission. All rights reserved. This information or any portion thereof  
may not be copied or disseminated in any form or by any means or stored in an electronic database or retrieval system without the express written consent of the American Bar Association.



admitted as evidence, so as long as their 
authenticity can be ascertained.24 Expert 
testimony, such as that of digital forensic 
scientists, may be necessary to confirm 
the authenticity of the material that is to 
be submitted as evidence.25 If develop-
ments in the field of creating deepfakes 
continue as fast as they have in the past, 
it is plausible that expert testimony and 
digital forensic tools may prove to be 
insufficient to verify the authenticity of 
evidence, leaving it to the prosecution 
to rely on other evidence or, in extreme 
cases, to drop the case all together.

If, however, audiovisual material is 
admitted as evidence, but a deepfake 
defense is raised, the burden of proof 
has now become one of proving a neg-
ative, rather than a positive, which is 
the opposite role many prosecutors 
will be used to. Instead of proving that 
the defendant committed the crime, the 
prosecution may now need to prove, 
beyond reasonable doubt, that the 
audiovisual material is, in fact, authentic 
and not digitally manipulated. However, 
proving a negative (in this instance) 
may turn out to be legally impossible. 
Current technology has great difficulty 
proving whether something is a deep-
fake, and expert testimony, as described 
above, may not be sufficient.26

The opposite scenario, one where 
a deepfake is believed to be authentic 
and is entered as evidence, may also be a 
cause for concern and could lead to mis-
carriages of justice. A deepfake may be 
admitted as evidence of a crime without 
it being detected as nonauthentic. This 
could lead to someone being convicted 
on the basis of fabricated evidence, and 
in the worst-case scenario, it could lead 
to people being deliberately framed for 
crimes they never committed. As Maras 
and Alexandrou appropriately sum-
marize, whereas before audiovisual 
evidence was often introduced to sup-
port witness testimony, we may see the 
reversal of the corroboration process.27

Jury Instructions
When deepfakes make it into the court-
room, juries will have to be instructed 
on how to assess the evidence, including 
the deepfakes, in order to reach a ver-
dict. In a world in which we have always 

been inclined to believe what we see 
and where in fact we place more confi-
dence in a visual representation of the 
facts than an oral description,28 the jury 
instructions are likely to have to reflect 
this altered reality.

Audiovisual and photographic evi-
dence are often digital and have been 
retrieved from a suspect’s personal 
device. When deepfakes enter the 
world of evidence, jurors may be con-
fronted with questions as to the chain 
of custody of the images and whether 
the evidence they see depicts the sus-
pect in real life, or if the suspect’s image 
was digitally manipulated into an exist-
ing video. The same scenario could be 
applied to the victim(s) that appear in 
(audio)visual evidence. It raises the 
question as to whether jurors could 
eventually see completely computer-
generated evidence of a crime. If so, the 
jury instructions need to be very clear 
on what the criminal acts are, which of 
these acts can be proven beyond rea-
sonable doubt, and what sentencing 
recommendations can be given for the 
different criminal acts. Furthermore, 
authenticity of the presented evidence 
will play a key role in arguing both the 
court case as well as the specific lan-
guage of the jury instructions.

While the above hypothesis may 
seem extreme, variations of these issues 
may enter the courtroom in many forms 
in many types of cases. This is not a 
new issue; jurors have witnessed the 
evolution of biometric and technically 
complex evidence as they have unfolded 
over the past decades. A large body of 
academic literature exists regarding jury 
comprehension of complex evidence, 
such as DNA.

As certain crimes are committed now 
more often through digital means, the 
impact of the digital divide, the complex 
nature of the evidence, and the ability 
of jurors to understand it require new 
consideration. While no specific stan-
dards for detecting deepfakes exist, it 
may be worthwhile to inform juries 
of “generic” standards of digital and 
multimedia evidence, or the mean-
ing of a digital chain of custody. And 
while oftentimes the deepfake will not 
be the only piece of evidence that will 

be presented, deepfakes will inevitably 
become another aspect in the further 
digitalization of our lives, and by exten-
sion in the crimes that are committed 
and in the criminal justice system.

CONCLUSION
Future forensic scientists may be able to 
find evidence of the creation of a deep-
fake based on specific software that may 
be found on personal devices, such as 
laptop computers or mobile phones. 
The chain of evidence, however, is one 
of the key elements in this process. If a 
video is presented to the court without a 
good chain of evidence, questions as to 
the originality of the video may arise. If 
there are visible artifacts, it may be pos-
sible for forensic scientists to prove that 
a video is indeed a deepfake. However, 
if the deepfake has been processed in 
a professional manner, we expect nei-
ther algorithms nor humans to be able 
to distinguish the deepfake from the real 
photo, video, or audio fragment.

While prosecutors, judges, and jurors 
have been faced with rapid technolog-
ical developments in the courtroom 
before, the potential impact of deepfakes 
on the judicial process is multifaceted. 
While the crime may be the creation of 
the deepfake itself, giving rise to claims 
of defamation or fraud, the law so far 
is ill-equipped to deal with a digital 
violation or laws written for an analog 
world. Furthermore, the introduction 
of a deepfake defense may lead to the 
prosecution needing to prove a nega-
tive, which could result in cases being 
dropped if the evidence is overwhelm-
ingly audiovisual. Judges and juries alike 
need to be educated, and instructions 
given to juries need to be clear.

Given the trend to freely publish 
software, code, and training databases 
for the creation of deepfakes online, we 
expect to see the proliferation of deep-
fakes. The current trend of creating 
easy-to-use interfaces also makes the 
creation of deepfakes something that is 
accessible to the wider public, not just 
those with extensive computer or pro-
gramming knowledge and topnotch 
hardware. We expect that the continu-
ing publication of detection methods of 

Continued on page 23
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deepfakes will eventually lead to deep-
fakes evolving quicker than the methods 
to detect them, as the “faking” software 
learns from the detection algorithms. 
In a world where we are accustomed to 
believe what our eyes see and our ears 
hear, the proliferation of deepfakes may 
lead us to have to reexamine our core 
belief systems, including those we rely 
upon in the courtroom.
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